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Exploring Advanced Reasoning Abilities of Large Language Models in Slovak

In the recent past, Large Language Models (LLMs) have shown impressive
capabilities in tackling various quantitative reasoning and knowledge
challenges in fields like mathematics, physics, and computer science. These
achievements are typically assessed using benchmarks designed for primary
and secondary school levels, often derived from standardized tests. However,
this approach poses a problem: standardized tests frequently find their way
into the training data of LLMs, leading to skewed performance evaluations.
Additionally, the evaluation of LLMs' reasoning abilities primarily occurs in
English, raising concerns about the applicability and generalizability of the
results.

The goals of the bachelor’s thesis include (but are not limited to)

- analysis of the current state-of-the-art in reasoning capability evaluation

- creation and/or collection of reasoning evaluation datasets in Slovak language
based on tasks/exercises in Olympiads in Mathematics, Physics or Informations,
as well as various correspondence seminars in the same areas

- evaluation of state-of-the-art LLMs on the prepared datasets

- analysis of the outputs (and error modes) produced by the best performing
models
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